Automatic Gradient Preemphasis Adjustment: A 15-Minute Journey to Improved Diffusion-Weighted Echo-Planar Imaging
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Image distortion caused by gradient eddy currents is a major problem in the use of diffusion tensor imaging (DTI), as using the uncorrected images for calculation of apparent diffusion coefficient (ADC) and diffusion anisotropy will result in areas of artificially increased anisotropy and ADC at the edge of the images, as well as decreased spatial resolution and accuracy in ADC computations overall. This distortion may be substantially reduced by careful adjustment of the gradient preemphasis unit. A completely automatic method of adjusting the preemphasis unit is proposed which finds the optimal settings for all three gradient directions in approximately 15 min by estimating the magnitudes of the eddy currents at various delay times after a test gradient. The pixel shifts in a 64 × 128 echo-planar diffusion-weighted image with a diffusion gradient strength of 30 mT/m were reduced to less than 0.2. Magn Reson Med 47: 208–212, 2002. © 2002 Wiley-Liss, Inc.
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Geometric distortion resulting from gradient eddy currents is a major source of image artifacts in diffusion-weighted echo-planar imaging (DW-EPI). Depending on the direction of the diffusion gradient relative to the image plane, the distortion will consist of shearing, stretching, or shift in the phase-encoding direction. Because the diffusion-weighted images are misaligned relative to images acquired without diffusion gradients, computed parameter maps such as apparent diffusion coefficient (ADC) or diffusion anisotropy maps will suffer from degraded resolution, lower accuracy, and visible areas of artificially increased ADC and anisotropy around the edges of the object. While the use of actively shielded gradients has greatly reduced the magnitude of eddy currents, significant distortion often still remains in DW-EPI images, which becomes more severe at higher field strengths.

Methods proposed for distortion correction include: postacquisition image warping (1,2), modifications of the DW-EPI pulse sequence (3–5), acquisition of calibration scans (6–10), and gradient preemphasis calibration (11). Gradient preemphasis calibration offers the significant advantage of eliminating the need for time-consuming image postprocessing, thereby allowing the use of diffusion-weighted imaging (DWI) and diffusion tensor imaging (DTI) in clinical settings. Additionally, by minimizing image distortion associated with gradient eddy currents during the image acquisition, postprocessing to remove any remaining distortion should result in near-perfect coregistration of the diffusion-weighted images.

Very accurate preemphasis and \(B_0\) corrections are necessary to adequately correct for all image distortions in DW-EPI. For a typical 3 Tesla DW-EPI single-shot acquisition time of 60 ms and a field of view (FOV) of 20 cm, 10 cm from the isocenter, a gradient eddy current of 4 mT/m, or a \(B_0\) offset of 0.4 μT, will produce an image shift of one pixel. The pixel shift is equal to the number of revolutions of dephasing over the acquisition time according to the Fourier shift theorem. For a typical diffusion gradient strength of 40 mT/m, the preemphasis unit must reduce the gradient eddy currents to less than 1/10000, or to 100 parts per million (ppm) of the original gradient strength to produce an image shift of less than one pixel.

Methods proposed for gradient preemphasis measurement and calibration include: use of a pickup coil (12); a localized stimulated-echo field-mapping sequence (13); the measurement of multiple free-induction decays (FIDs) of an extended sample (14), which requires accurate sample placement; and measuring FIDs of samples placed at various locations in the magnet (15,16). Recently, a fast method was proposed (11) tailored specifically for measuring eddy currents in DW-EPI sequences. However, because of the relatively long acquisition time (around 60 ms for a typical single-shot EPI sequence), and because an entire slice is excited, the sequence is vulnerable to susceptibility effects, leading to inaccurate estimates of the spin dephasing. The sequence is also unable to correct for any residual eddy currents remaining after the acquisition time, which may lead to distortion in multislice DW-EPI sequences.

A completely automated method for gradient preemphasis calibration is proposed that does not involve the use of specialized pulse sequences, extensive data postprocessing, custom samples, or specific sample placement. This method is able to compute the optimum preemphasis settings for all three gradient directions \((x, y, z)\) in approximately 15 min. The \(B_0\) adjustment may also be performed using a similar method. The method, with its fast calibration time, may be readily used for sequence-specific preemphasis adjustments for pulse sequences, such as EPI, that often use different ramp times rather than conventional sequences. In addition, preemphasis adjustment is often needed since the initial settings by the manufacturer may become nonoptimal in the presence of hardware drifts over time (11).

THEORY

The pulse sequence shown in Fig. 1 may be used to determine the strength of a gradient eddy current for various
Slope expression given in Eq. 1 is not exact, since the phases of all subsequent scans are subtracted from the phases of the reference scan. The zero gradient strength, and the phases of the reference scan are approximated by

\[ EC = \frac{m_{\text{preemp}}}{2\pi \gamma \text{TE}} \]  

where \( m_{\text{preemp}} \) is the slope of the phase (in radians per unit distance), \( \text{TE} \) is the time between the midpoints of the RF transmit pulse and the acquisition window, and \( \gamma \) is the magnetogyric ratio. The slope may be found without the need for phase-unwrapping using a previously-described method (17). To correct for imperfect centering of the echo delay times after the gradient is switched off, without the need for specific phantom placement. After taking the Fourier transform, the gradient eddy current (EC) may be approximated by

\[ EC = \frac{m_{\text{preemp}}}{2\pi \gamma \text{TE}} \]  

where \( m_{\text{preemp}} \) is the slope of the phase of the FID (in radians per second), and \( \gamma \) is the magnetogyric ratio. The expression given in Eq. 1 is not exact, since the measured slope \( m_{\text{preemp}} \) is actually proportional to the integral of the eddy current across \( \text{TE} \). This will result in a consistent overestimation at the time of the acquired echo if the eddy current is monotonically decreasing with time. Minimizing \( \text{TE} \) to the smallest value practicable can reduce this effect. However, this error should have minimal impact on the accuracy of the preemphasis calibration itself, because if the eddy current can be characterized adequately by a sum of decaying exponentials with a given set of time constants, so can its integral, and optimal preemphasis compensation will result in its minimization. To reduce the effect of any interactions in eddy currents caused by the test and readout gradients, the readout gradient should be set to a small fraction of the test gradient.

The pulse sequence in Fig. 2 will estimate the values of \( B_0 \) eddy currents at various delay times without specific phantom placement. The field shift (\( \Delta B_0 \)) can be approximated by

\[ \Delta B_0 = \frac{m_b}{2\pi \gamma} \]  

where \( m_b \) is the slope of the phase of the FID (in radians per second), and \( \gamma \) is the magnetogyric ratio. The expression given in Eq. 2 is exact in the limit of perfect preemphasis compensation or exact placement at isocenter of a perfectly symmetric phantom. In reality, residual gradient eddy currents will cause a shift in the absence of exact phantom placement, so the preemphasis adjustment should be performed prior to the \( B_0 \) adjustment, after which the errors will be minimal. A relatively large residual gradient eddy current of 1 \( \mu \)T/m combined with a phantom placed 5 cm away from isocenter will combine to produce an error of only .05 \( \mu \)T, or < .02 ppm at a main field strength of 3T. In practice, the errors will be much less for most measured data points.

**METHODS**

In order to find the optimal settings for the preemphasis unit, the pulse sequence in Fig. 1 is run with all preemphasis values set to zero. After finding the uncompensated gradient eddy currents \( EC_0(\tau) \) at various delay times \( \tau \), a Levenberg-Marquardt least-squares fitting routine is used to estimate the three exponential constants to be used for fitting subsequent FIDs. The initial values of the time constants may be obtained using the space-state singular value decomposition method (18). Once the three exponential constants are found, these values are downloaded to the preemphasis unit and held constant for the remainder of the procedure. In principle, any number of exponential functions could be used in the fitting algorithm; our specific hardware configuration, however, is limited to three time constants.

After finding the optimum time constants, subsequent scans are obtained with the gains \( A_i \) for each time base \( i = 1, 2, 3 \) set to some arbitrary value (we used 1.0% of the maximum setting) with the remaining time bases held at zero. After computing the compensated eddy currents \( EC_i(\tau) \), the response function \( R_i(\tau) \) for each of the bases is given by \( R_i(\tau) = EC_i(\tau) - EC_0(\tau) \). Solving the overdetermined system of equations

\[ EC_0(\tau) = \sum_{i=1}^{3} A_i R_i(\tau) \]  

via singular value decomposition yields the theoretical gain values \( A_i \) for minimizing \( \chi^2 = \sum EC(\tau)^2 \). The procedure may then be iterated by using the computed gain settings \( A_i \) as the baseline and repeating the steps de-

**FIG. 2.** Diagram of the pulse sequence used to estimate \( B_0 \) eddy currents. \( \tau \) is the variable delay.
scribed above. Such iteration will be necessary if there is a nonlinear relationship between the gain settings and the current in the preemphasis unit. For optimum preemphasis adjustment the procedure should be iterated until there is no further improvement in $\chi^2$. The procedure for finding the time bases and gains for optimum $B_0$ compensation is identical to that for the preemphasis, using the pulse sequence shown in Fig. 2. A flowchart describing the procedure is shown in Fig. 3.

The pulse programs described above were implemented on a Bruker 3 Tesla 30/60 Biospec Scanner (Bruker Medical, Karlsruhe, Germany) with a 33-cm-diameter actively shielded head gradient insert with an asymmetric $z$ profile capable of delivering $\pm 45 \text{ mT/m}$. The parameters used were: gradient strength $= 30 \text{ mT/m}$, gradient duration $= 20 \text{ ms}$, acquisition size $= 32$ complex points, acquisition time $= 2.56 \text{ ms}$ (preemphasis), $1.28 \text{ ms}$ ($B_0$). FOV $= 25.6 \text{ cm}$ (for preemphasis calibration, resulting in a read gradient strength of $1.0 \text{ mT/m}$). The delay times ($\tau$) were determined via a geometric progression given by $\tau_k = \tau_{\text{min}} \cdot A^{(k-1)}$ where $A = (\tau_{\text{max}} / \tau_{\text{min}})^{1/(N-1)}$, $N$ the total number of delay times utilized, and $k = 1, 2, \ldots, N$. Values of $\tau$ used were: $2-150 \text{ ms}$ for preemphasis, $2-150 \text{ ms}$ for $B_0 (x$ and $y)$, and $12-750 \text{ ms}$ for $B_0 (z)$. The $B_0$ eddy current with an applied $z$ gradient was found to have a much longer decay time. Postprocessing was performed using Interactive Data Language (Research Systems, Inc., Boulder, CO). Through the use of IDL’s “SPAWN” command, and the interface between the scanner and the operating system, the routines were completely automated and run without any user interaction.

![Flowchart of the procedure used to automatically determine the optimal time constants and amplitudes of the preemphasis unit for a given gradient direction.](image)

![Eddy currents generated by x, y, and z gradients of 30 mT/m strength and 20 ms duration with no preemphasis compensation (solid line), and with calculated preemphasis compensation (dashed line).](image)
To determine image shifts, DW-EPI images were taken of a water phantom in all gradient directions (x, y, and z) with and without the determined preemphasis settings. The phantom was a 2.7 L sphere (18-cm-diameter MRS HD sphere, model 2152220; General Electric, Milwaukee, WI) with reduced $T_1$ and $T_2$ relaxation times typically used for spectroscopic evaluation. The imaging parameters were: bandwidth $= 125$ kHz, matrix $= 64 \times 128$, FOV $= 19.2 \times 25.6$ cm, slice thickness $= 5$ mm, $\Delta = 18.6$ ms, $\delta = 10$ ms, and diffusion gradient strength $= 30$ mT/m. To quantify the effects of the correction, the parameters of shift, shear, and stretch were estimated via the Levenberg-Marquardt procedure.

RESULTS

The optimal preemphasis settings for x, y, and z were determined as described above.

Shown in Fig. 4 are the results for the original eddy currents with no preemphasis compensation (solid lines), and the final results for the residual eddy currents (dashed lines). In each direction the final eddy currents after correction are uniformly $< 1$ µT/m, or 35 ppm of the original gradient strength of 30 mT/m in all directions. The root mean squared (RMS) uncompensated and compensated eddy currents are shown in Table 1. The method reduced the RMS eddy currents to a value of 20 ppm or better in all directions. The actual performance may be slightly better than estimated, since the residual eddy currents are systematically overestimated by Eq. [1].

The optimal $B_0$ settings were also determined via the proposed method. Shown in Fig. 5 are the results for the original $B_0$ with no preemphasis compensation (solid lines), and the final results (dashed lines). After 4 ms the final $B_0$ values after correction are uniformly $< 0.1$ µT, or 4 Hz for applied gradients in the x and y directions. The original $B_0$ field for an applied gradient in the z direction was larger by approximately a factor of 10 than in x and y, and also decayed over a longer time period. The method uniformly reduced the residual $B_0$ field to $< 0.1$ µT, or 4 Hz after 17 ms. The RMS uncompensated and compensated eddy currents are shown in Table 2. The method reduced the RMS eddy currents to better than 3 Hz in all directions.

The results found for the maximum pixel displacement (at the edge of the image) for the DW-EPI images taken of a water phantom show that the proposed method reduces the image shifts (Table 3) to 0.2 pixels or less, which is more than adequate for clinical DW-EPI applications. The pixel shifts in x and y reach the maximum value at the edge of the image, and will be less towards the center of the image.

DISCUSSION

Unlike previously proposed methods (11,13), the proposed method does not involve iteratively adjusting preemphasis settings until the optimum setting is found empirically; the method is fully automatic and runs with no user interaction. The method also benefits from improved SNR by utilizing the signal from the entire phantom rather than only from a localized rod (13) or a single slice (11). The performance of the method is comparable to the methods of Terpstra et al. (13) and Papadakis et al. (11) for

---

**Table 1**

<table>
<thead>
<tr>
<th></th>
<th>X</th>
<th>Y</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without compensation</td>
<td>556</td>
<td>77</td>
<td>260</td>
</tr>
<tr>
<td>With compensation</td>
<td>20</td>
<td>13</td>
<td>7</td>
</tr>
</tbody>
</table>

---

**FIG. 5.** Plots of $B_0$ shift generated by x, y, and z gradients of 30 mT/m strength and 20 ms duration with no $B_0$ compensation (solid line), and with calculated $B_0$ compensation (dashed line).
gradient preemphasis calibration. For $B_0$ compensation, the method is comparable to that of Terpstra et al, but not as accurate as that of Papadakis et al., which reduced the $B_0$ eddy currents to $<0.05$ Hz in all directions. The effectiveness of preemphasis compensation in general is dependent on how well the gradient or $B_0$ eddy currents can be characterized by a sum of decaying exponentials. $B_0$ eddy currents induced by applied gradients in the x and y directions display a ringing behavior for short delay times, indicating that the difference in accuracy may be partly system-related. The method of Papadakis is also unable to measure any eddy currents beyond approximately 60 ms, at which point susceptibility effects lead to decreased SNR. This method may still be preferable if very accurate $B_0$ compensation is necessary within a short time period; however, the proposed method reduces $B_0$ eddy currents to a few Hz or less, which is more than adequate for DW-EPI.

It is also worth noting that the ramp time of 180 μs used for the preemphasis calibration was higher by a factor of 2 than the ramp time of 90 μs used during the DW-EPI acquisitions, which indicates that the method estimates the optimum parameters to sufficient accuracy for a range of ramp times. This is consistent with the results of Papadakis et al. (11), who found that their preemphasis calibration, obtained with the ramp times used for the diffusion gradients, was still valid for other pulse sequences with fourfold shorter ramp times. However, since most systems allow for online swapping of preemphasis settings, the proposed method may be readily used for sequence-specific preemphasis adjustments.

CONCLUSIONS

A completely automatic method was implemented in order to find the optimal settings for the preemphasis unit calibration. This method does not require specific phantom placement, computationally intensive data postprocessing, or custom-built samples, and the pulse programs used involve only slight modifications from standard sequences. The method can be easily implemented with gradients and scanners from a variety of manufacturers. The optimal preemphasis settings for all three gradient directions were found in approximately 15 min. DW-EPI experiments on a water phantom demonstrate that the automated preemphasis routine reduced the image shifts uniformly to $<0.2$ pixels for a 30 mT/m diffusion gradient.

### Table 2

<table>
<thead>
<tr>
<th>X</th>
<th>Y</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.9</td>
<td>4.2</td>
<td>25</td>
</tr>
<tr>
<td>1.4</td>
<td>1.4</td>
<td>2.8</td>
</tr>
</tbody>
</table>

Without compensation

With compensation

<table>
<thead>
<tr>
<th>X</th>
<th>Y</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.0</td>
<td>1.6</td>
<td>9.6</td>
</tr>
<tr>
<td>0.05</td>
<td>0.20</td>
<td>0.16</td>
</tr>
</tbody>
</table>

### Table 3

<table>
<thead>
<tr>
<th>X</th>
<th>Y</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.0</td>
<td>1.6</td>
<td>9.6</td>
</tr>
<tr>
<td>0.05</td>
<td>0.20</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Displacements result from shear for X diffusion gradient, stretch for Y diffusion gradient, and shift for Z diffusion gradient.
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